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RECOGNITION ALGORITHM FOR OBJECTS DESCRIBED BY SETS
OF FEATURE MEASUREMENTS

Yu.I. Zhuravlev, Ye. Karchenskl, and M, Mikhalevich

Articles [1, 2] considered the recognition problem for /1%
objects described by a finite set of features 1, 2, ..., n. I%
was assumed that the set of measurements for each feature 1 is a
gquasi-metric space.

Thils means that for each palr (x, y) in My we can define a
numerical  valued function p(x, y) such that p(x, x) = 0 and
p(x, ¥) > 0 whenever x # y. In thils article, we wlll consider
objects described by sets of feature measurements for which the
set of values 1s not a quasi-metrlc space.

It 1s assumed that for some sets only partial ordering
relations are given. Usually the partlally ordered sets which
are consldered are sets of classes or sets of values of the
feature measurements.

Here we will consilder several cases.

1. Suppose that the objects that must be discriminated are
described by sets of values of the feature measurements 1, 2, ...,
n. The set Mi of values of the 1-th feature is finite and consists
of the elements Njqs Nyps cees nik(i)‘

It 1s known that the objects that must be discriminated can
be subdivided into classes Kl’ K2, caay Ki which, in general,
intersect. For each element nij’ 1=1,2, ...,n,3 =1, 2, «..,
k(1) in the set {K;, K,, ..., K;} a transitive partial ordering /2
Rij is defined. Generally for different pairs 1, J the orderings

¥Numbers in the margin indicate pagination in the forelgn text.



Rj_'j are different. In ocur dlscussion, the set of orderings Ri
replaces the learning table‘Tnm

J

Suppose we are glven a set of orderings RiJ and an admissible
word S.

S= (°<1, o(-b)“" O{h)) O(lu'. E-M:.’ ll_t ,21,.2’_-..,.4'1 o.

We must find the classiflcatlon vector Jl.ﬁ') ( . .dt) [23.
We recall that (.,L-‘«-A (SGK (oL -O)N(SGK)J =4, ,“',L

The c¢lass of recognltion algorithms will be described in

stages. Some of these are the same as the stages presented in [1].
Others are new.

l, All Features (Values of the Feature Measurements) for Class'Kj

We select in row 3 the value ay of the i-th feature measure-
ment. The ordering relation Riu corresponds to the value 0y (ai
iu). Let us consider the dlagram of the finite structure
generated by the ordering relation R;, in the set'{Kl, Kos eaes Ki}u

Let us assoclate with the class Kq (in the fourtuple (K J’
ng o i) the elements are classes, the number of the feature, the
number of the value), the numerlcal parametersy( X x3‘,
Pliw 7 2 qjin; My fi .
We assoclate with the pairs i, u (1 is the number of the feature,
u 1s the number of the value of the feature measurement) the
numerical parameters y,,.

For the class K. in the ordering relation Riu’ we break up the
other classes into "+" levels and "-" levels.

In 1%, the level B] includes all elements which follow
immedlately the elements ¢f Kj. Suppose that the t -~ 1lst level

B:_l with the "+" sign has been determined. The leVel'B: will /3



include all elements Which.follow Immediately at least one element
Trom level Bt 1°

Since the number of classes is flnite, a finite number of
nonempty levels exlsts.

We Include in level BE all elements which precede immediately
KJ. Suppose that we determined the t ~ lst level Bt 1 with the
n_ sign.

We include in level B“ all elements which precede immediately
the elements in level Bt 1

We assoclate the parameters B, adet with the levels Bt’ B:.

Let us also denote by jSu the set of classes which cannot
be compared with Kj in the structure Riu'

We let -
.S)“f (szgwwra ZZXJLK(S{,—r

tlth?_ E'* R t=4 Keb

+ 2 "mm ) | .
e Q.

The infinite sums in formula PJ (S) are in fact finlte sums,
since the number of nonempty levels Bt’ Bt in a finite structure
1s finlte.

The formula for Piu(S) depends on the parameter Yiu which
ensures that all conslderations pertain to the u-th element from
the range of measurement values of the i-th feature.

The parameter Xéjiu ensures that the class Kq_follows the /4

class Kj in the structurefﬁi&[  Also, Kq is at the distance t



from Kj in the structural dlagram (this 1s ensured by the param-
eter 6:)-

The parameter Xéjiu ensures that the class Kq precedes the
class Kj in the structure Riu' Kq 1s at the distance t from the
class K, in the Ry, dlagram (this is ensured by the parameter B;).

3
The parameter quiu

be compared in the structure Riu'

ensures that the classes Kq and KJ cannot

All parameters that were introduced are numerical parameters.

2. Recognition Algeorithm

| LN 4 s
Let E'[S)‘”.ﬁf %lpﬁ¢ ($) . The quantity I;(S) will be called

the estimate for class Ky» =1, 2, ..., L over the row S.

We introduce the parametersdy4¢d;1,..‘, d;L/ J;q‘lJazi"'j dzt )
4 2>A6}i 2} 0. We construect the quasi-classiflcatliaon vector
(Al, By vees Az) for the row S: Aj = 1 (S belongs to KJ) if

™ (s). o .
,.z r:.(sj :?: J".\ J 4 é"j < '{')‘ AJ = (O (8 does not belong to KJ.),
(=4

ir r(s)
L .
2 Ts)
. : L4 - .
A o '

< daj AL U 3

(the algorithm did not make a decislon whether S belongs or does
not belong to Kj); ir

As 1n the previous studies [1, 2], a quality functional /5
$(A) can be easily introduced for the algorithm A by examining

4



the learning table Tﬁm’ consisting of the object31whqse classifica-
tion vectors are known. The functlonal ¢CA) is calculated as
follows. For each row S' in T'm, usling the algorithm A, 1ts
quasi-classification vector B(S') is calculated. The B(S') and

the classiflcation vector 6(S') are compared for all rows in Tﬁm.

The algorithm parameters are selected in such a way that they
determine the algorithm A* which maximlizes the functlonal ¢(A).

3. Extenslon of the Class.of Recognition Algorithms

1. Let us associate with the algorlthm A the collection of
A of the set <1, 2, ..., n>. The elements of QA will be
called the reference subsets for algorithm A. In this article,
we will consilder as QA all subsets of the set <1, 2, ..., n>
which have exactly k elements.

2. et = Cio byeen, 4wV € CA2yunn, M7 s

Let us conslder LJS = (D{-Lu-” d;k) [1]. We construct according
to Section 1.1 the quantities

subsets §i

U\(_\,.‘) LS)J"‘*' ;e LK“LLV\ (S) ¢ é '{.z

We introdude the numerical parameters €1 "".En’ £ and consider

the inequalities P } N ‘ >4 > €
"’uh’ (S) E\.p]}---c) {)‘kM‘LLv_) (S)/ (Vv
We will say that the set of characteristics <il, 12, caay ik>

is representative over S for the class K’j if at least k - g of
the above inequalltles are satlsfled.

In other words, we say that the representativeness function /6

1*‘.1([:-, 5')--.—_ A . Otherwise, Nd( 5) 0.

3. Let us Introduce the set of numerical parameters Plj’ “aes

P (the parameter Pi.corresponds to the feature 1), 1 = 1, 2, ..., n;

nj



J =11, 2,, LR N Y Rcc

Let [ (wS) (pM].J,...+ p*-u )T (GS).

4., We introduce the estimate FJ(S) over the row S for
class Kj‘

) (s) = Z A (wS)

QKCQA

5. We willowrite out explicitly the estimates Fl(S), F2(S),
e PE(S) The quasi-classifilcation vector for row S in algorithm
A 1s determined in terms of the parameters(J}ﬂ,.‘ J;L)Sz4)~" darL
both here and in the algorithms in Sectdons 1, 2.

The algorithms that were introduced are determined by specl-

fying the parameters which determline the ﬁiu

. e : : . : r
the parameters Z,” 52’,,”, £4“ £ ;.P“Im-"-r P’“—b yagy .- !(J:“, Jz4;---: JiL .
The parameters are determined from the solution of the extremum

and also by speclfying

problem: i.e., a set of parameters is found which determines the
best recognition algorithm for the given set of objects [1, 2].

A useful formula can be derived for caleculating the gquantities
PJ(S), J=1, 2, ..., L.

J
Tu(1)? "2 Pnu(n) have been

calculated for the row S. We Filx all numbers Tys <+t T for

aq
which the lnequalitles P ¢ . ,
— S ey -L'=4z-‘~,
satisfied. cu(ty § € e 1

Suppose that the quantlitles P

are

Let




Theorem: \ _ -
($) = 2 ( ' ) -0y Qg )x
Fj( ) tZ‘; (-cL (‘-n--?; Qq‘j - - g A
Prioof

Let us see which sets from k columns make a nohzero.contribu—
tion to the guantity F (8). Clearly these sets include
F{ % O L € ¢+ 4{ columns from those with the numbers T,

cens Tq and t columns from the remaining n - g columns. Let us
consider all such sets for a filxed ¢.

Each column from the Tys =oes Tq columns is included exactly
in C of the sets that were mentioned. Therefore, the

contr}bution of such a column with the number Ty is

k=t~ 1 t
Pr‘-‘\-i 'C | ‘Ch-HCL

ﬁ/.
Each column T, among those not included in the set T ceasy Tq is
included exactly in C:"_. C;'t sets and its contributlon is
"1

C. <: k-t

P"J "‘L

Summing the contributions of all columns, first for the fixed t,
and then over all t, we obtain

k~t-4 | et K—t‘
r’(s_)- 7l Gy By Comg g Q 7">

t=o 1 P

which proves the theoremn.

IT. In many problems, the structures Riu are not glven and the
partial ordering relations are glven for the setS'Mi, i=12, 2,
+-.3 N and each of the c¢lasses Kl, ‘s Ka.



The transitive partial ordering for KJ in M; will be denoted " /8
by Rij'

It 1s possible to pass from the set of orderlngs ﬁij to the
set of orderingS'Riu. The transition ls not one-to-one.

We give two examples of the transition.

£

1) Suppose that the ordering relations R ip are given

it?
in the set for the classes K_, Kp, respectively. We will

determine in these ordering relations the u-th element of the
set. Let’ﬂl._ be the set of all elements from the set M, which

follow the u—th element 1n R ~iT’ “! N the set of all elements
which precede the u~-th element in R 1 the set of all

elements which follow the u-th element in R ip’ and th 't the set
of all elements whlch precede the u-th element in Rip

The ordering relation Riu 1s constructed according to the
. < - ¥+ -
rule: K < K, 1f /rﬂ't' > /ﬂlf and /}fT‘lT C m\?

Clearly the relation that was lntroduced is transitive.

2) Instead of the sets ’m+ AT mq, m- , let us
consider their subsets (ITI ) (17] ) ( ) (“7{) consisting
!

only of those elements which are in an ordered relation with the
u-th element of the set Mi in the structures Ri s R

T ip*

The ordering re l will be constructed according to
the rule K. < K 11‘:‘( :,L )Q‘[l ) an L'm* ) CQ\‘HS, ) , and the
n app

sets(ﬁfﬂt)igﬂ ) are not all empty, which alsa applies to the
A VAU

sets SNT e Ty
In this study we will not dwell in detall on the transition /9
from the ordering relationsﬁRiJ to the ordering relatlons Riu

._——]_I
=9’
Cf'
0
hs
-

8



We only menticon that it can be selected from the set of all -

admissible transitions by solving the extremum problem for the
selectlon of the best recognition algorithm.

After the structures Riu have been constructed, the recognitiocn
problem in Part II reduces to that in Part I.
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